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Abstract Model intercomparisons have identified important deficits in the representation of the stable
boundary layer by turbulence parametrizations used in current weather and climate models. However, detri-
mental impacts of more realistic schemes on the large-scale flow have hindered progress in this area. Here
we implement a total turbulent energy scheme into the climate model ECHAM6. The total turbulent energy
scheme considers the effects of Earth’s rotation and static stability on the turbulence length scale. In con-
trast to the previously used turbulence scheme, the TTE scheme also implicitly represents entrainment flux
in a dry convective boundary layer. Reducing the previously exaggerated surface drag in stable boundary
layers indeed causes an increase in southern hemispheric zonal winds and large-scale pressure gradients
beyond observed values. These biases can be largely removed by increasing the parametrized orographic
drag. Reducing the neutral limit turbulent Prandtl number warms and moistens low-latitude boundary
layers and acts to reduce longstanding radiation biases in the stratocumulus regions, the Southern Ocean
and the equatorial cold tongue that are common to many climate models.

1. Introduction

Turbulent motion on scales from a few metres to the depth of the planetary boundary layer cannot be
resolved in general circulation models (GCMs) with a horizontal grid spacing ranging from a few to about a
hundred kilometres. Global atmospheric models that resolve deep convection are at the horizon of techni-
cal capabilities [Satoh et al., 2008], but boundary-layer turbulence will remain unresolved in global models
for the foreseeable future.

Horizontal turbulent fluxes of momentum, heat, moisture or other tracers are usually negligible at the reso-
lution of current GCMs, but vertical turbulent fluxes are crucial and thus need to be parametrized. The task
of a turbulence parametrization is to predict the mean turbulent fluxes in the vertical for given profiles of
wind and buoyancy, the latter being a function of temperature and moisture. Any set of equations that can
be derived from first principles of physics to describe turbulent fluxes contains more unknowns than equa-
tions and thus cannot be solved; a problem known as the turbulence closure problem. Empirical relation-
ships or turbulence closures are therefore needed to parametrize turbulent fluxes for weather and climate
models. The GABLS (Global Atmospheric Boundary Layer Studies) model intercomparisons have shown that
the turbulence schemes used in operational models still struggle to represent stable boundary layers (SBL)
and the diurnal cycle of near-surface variables, with many models overestimating diffusivity under stable
stratification [Cuxart et al., 2006; Holtslag et al., 2013].

Surface drag generates ageostrophic flow in the boundary layer and thereby plays an important role in con-
trolling large-scale pressure gradients. The more surface drag a turbulence scheme produces for a given
geostrophic wind, the more ageostrophic flow is generated in the boundary layer [Svensson and Holtslag,
2009], dampening synoptic systems. For cyclones, this dampening occurs through stress-induced Ekman-
pumping [Beare, 2007] and the generation of potential vorticity (PV), which acts to increase stability above
the low centre and thus reduces the influence of the upper-level PV anomaly on the near-surface flow [Bou-
tle et al., 2015]. Enhanced damping from exaggerated turbulent diffusivities is known to improve the per-
formance of numerical weather prediction models [Viterbo et al., 1999]. Reducing stable boundary-layer
diffusivity to more realistic values leads to overly strong high and low-pressure systems in ECMWF model
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forecasts, but changes to the orographic drag schemes can at least partly compensate for these deteriora-
tions [Sandu et al., 2013].

The representation of boundary-layer processes in general circulation models also affects the thermo-
dynamical aspects of climate. The behavior of low-level clouds in a warming climate, for example,
has repeatedly been identified as a key uncertainty in determining the warming caused by a given
increase in greenhouse gases [e.g., Bony et al., 2006]. We here address two aspects of boundary-layer
turbulence that matter for thermodynamical aspects of the modeled climate, the ratio of turbulent
diffusivity for momentum to diffusivity for heat known as the Prandtl number and the representation
of entrainment in dry convective boundary layers. The near-surface gradients of temperature and
humidity directly depend on the Prandtl number in the surface layer, but the consequences of
assuming a specific Prandtl number are rarely discussed in the context of weather and climate mod-
eling. In fact, many models implicitly assume a neutral limit Prandtl number Pr0 of unity in the sur-
face layer [Liu et al., 2013], whereas published estimates for Pr0 range between 0.7 and unity [Kays,
1994]. Since the neutral limit Prandtl number is a potentially important parameter used in climate
models and its value is controversial, we believe that the sensitivity of model results to choices of
that parameter should be assessed.

The present paper documents the implementation of a total turbulent energy (TTE) scheme [Mauritsen
et al., 2007; Angevine et al., 2010] into the climate model ECHAM6 [Stevens et al., 2013] and investigates how
changes in the representation of boundary-layer processes impact the modeled climate. In contrast to the
previously used turbulent kinetic energy scheme, the TTE scheme uses observationally based stability func-
tions for the stable boundary layer and a turbulent length scale for the convective boundary layer that takes
into account the distance to the capping inversion. It therefore yields a more realistic representation of sta-
ble boundary layers and of entrainment mixing at the capping inversion of dry convective boundary layers.
We further investigate how reducing the ratio between the eddy diffusivities for momentum and heat, the
Prandtl number Pr5 Km

Kh
, affects the modeled climate.

We set off by reviewing some theoretical foundations of boundary-layer parametrizations to introduce the
turbulent kinetic energy scheme currently used in ECHAM and the total turbulent energy scheme imple-
mented for this study. We then describe the climate model itself, the experiments and data sets used (Sec-
tion 3) and investigate the effect of reduced surface drag in single-column and global experiments. Finally,
we investigate the impact of the TTE scheme and changes in the turbulent Prandtl number on thermody-
namic aspects of the modeled climate.

2. From Turbulent Kinetic to Total Turbulent Energy

2.1. Theoretical Foundations of Turbulence Parametrizations
Following Prandtl’s mixing length concept [Prandtl, 1925] and assuming a mixing length of l5jz in the sur-
face layer, where j is the von K�arm�an constant and z the height above the surface, the momentum flux in
the surface layer is given as

u0w052 jzð Þ2
���� @U
@z

���� @U
@z
: (1)

Taking the square root of (1), we obtain

@U
@z

5
u�
jz
; (2)

which can be integrated to yield the logarithmic wind profile. Rearranging and elevating to the power of
two yields

u0w05u2
�5

j2

ln 2 z
z0

� �UðzÞ; (3)

which is used to parametrize the surface momentum flux based on the first-level wind in many models. In
the above equations, the coordinate system is assumed to be aligned with the mean wind U, overbars
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denote time means, primes deviations from the mean, and z0 is the aerodynamic roughness length, defined
as the height above the surface at which the logarithmic wind profile vanishes.

Near the neutral limit, the heat flux can be derived in an analogous way using the ratio of turbulent diffusiv-
ity for heat to that for momentum called the turbulent Prandtl number, Pr5 Km

Kh
:

w0h052
1
Pr

j2z2

���� @U
@z

���� @h@z
(4)

Dividing by the friction velocity, defining h�52 w0h0

u�
and rearranging yields

@h
@z

5Pr
h�
kz
; (5)

To account for the effect of stable or unstable stratification, the fluxes obtained from equations (3) and the
corresponding equation for heat flux are further scaled with empirically derived stability functions fm;hðRiÞ,
where the Richardson number Ri is the ratio of stratification to wind shear and thus a measure of stability
[Louis, 1979; Mauritsen and Svensson, 2007]. We will later discuss the crucial role these stability functions
play for modeling stable boundary layers. Note how a larger Prandtl number will yield stronger temperature
gradients in the surface layer (equation (5)). We will return to how this can affect global climate.

Many turbulence parametrizations describe turbulence in the atmosphere as a diffusive process generating
a downgradient flux of a quantity X

FX 52K
@X
@z
; (6)

where K is the eddy diffusivity. In so-called first order closures, K is determined directly from the mean quan-
tities such as the mean wind velocities at each level. 1.5-order or turbulent kinetic energy (TKE) closures use
one further prognostic variable to describe the second moments of velocity, the turbulent kinetic energy.

In the context of atmospheric modeling, a problematic property of the TKE scheme is the existence of a crit-
ical Richardson number Ricrit, a stability beyond which turbulence cannot be sustained and the flow
becomes laminar [Richardson, 1920]. This threshold can be derived from the TKE budget equation

DEkin

Dt
5s � S1

g
h

w0h02c2
@FE

@z
; (7)

where the first term on the right-hand side is referred to as shear production of turbulence, the second
term as buoyancy production under unstable or buoyancy destruction under stable stratification, and the
remaining terms represent dissipation and the divergence of the turbulent flux of turbulent energy. Beyond
the critical Richardson number, buoyancy destruction exceeds shear production, turbulence cannot be sus-
tained and the flow becomes laminar. However, observational studies have shown turbulence to be present
at very high stabilities [e.g., Kondo et al., 1978; Smedman, 1988; Mauritsen and Svensson, 2007], and a break-
down of turbulence can cause both unphysical runaway cooling of the surface and numerical stability prob-
lems in models. To avoid such turbulence shutdowns, the stability functions fm;hðRiÞ that were originally
derived from observations have often been modified heuristically at the price of introducing artificially high
diffusivities under stable stratification [Louis, 1979; Viterbo et al., 1999]. A turbulence closure that avoids an
implicit critical Richardson number by construction would thus be advantageous for the representation of
stably stratified boundary layers in GCMs. We will show later how such a closure can be obtained by using
total turbulent energy (TTE) rather than turbulent kinetic energy as prognostic variable.

We here give a brief description of the 1.5-order turbulence scheme currently used in ECHAM [Brinkop and
Roeckner, 1995]. Turbulent diffusivity Km and conductivity Kh are computed as

Km;h5l � fm;h �
ffiffiffiffiffi
Ek

p
; (8)

where l is the mixing length, fm;h are the stability functions for heat and momentum and Ek is turbulent
kinetic energy. The mixing length l is obtained following Blackadar [1962]

1
l
5

1
kz

1
1
k
; (9)
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where k equals 150 m in the boundary layer and decreases exponentially to 1 m in the free troposphere.
Note that the neutral stability coefficients are different from unity and different for heat and momentum,
leading to a neutral limit Prandtl number of about 0.8.

In the surface layer, drag coefficients are computed from the roughness lengths and stability functions
based on Louis [1979] following the same concept as in equations (3) and the corresponding equation for
heat. Roughness lengths over ocean are derived from the Charnock [1955] relation: z0;m50:018u2

� � g21 and
z0;h5z0;mexp 2286:276z0:375

0;m

� �
. Note that while earlier versions of ECHAM included effects of subgrid orog-

raphy into the computation of roughness lengths over land, ECHAM6.2 only uses information about vegeta-
tion and snow cover.

The neutral limit turbulent Prandtl number was taken to be 0.74 in the original scheme by Louis [1979], but
is considered to be unity in the scheme’s current implementation in ECHAM. On the other hand, the rough-
ness lengths for momentum z0 and heat z0h were identical in the original Louis [1979] scheme, whereas
they can differ over ocean and to some extent over land in ECHAM6. For unstable conditions over ocean,
the stability coefficient for heat fh is computed using a free-convection approximation [Miller et al., 1992] to
account for the mixing by convective eddies at low mean wind velocities. The effective ratio of the drag
coefficients for momentum and heat over ocean is therefore no unique function of static stability.

2.2. Total Turbulent Energy Scheme
TTE is defined as the sum of turbulent kinetic energy and turbulent potential energy Ep [Zilitinkevich et al., 2007]

Ep5
1
2

r2
h

b2

jN2j ; (10)

the equivalent of available potential energy. When an air parcel is displaced against the buoyancy gradient
of a stable boundary layer, turbulent kinetic energy is destroyed in a TKE scheme. In a TTE scheme, TKE is
instead converted to turbulent potential energy, and TTE is conserved. Total turbulent energy is only lost
through dissipation, and can therefore be in a steady state at arbitrary stabilities.

We implement the TTE closure developed by Mauritsen et al. [2007] based on observations of stably strati-
fied turbulence [Mauritsen and Svensson, 2007] with a turbulence length scale tuned to match a set of large-
eddy simulations. A detailed description of the scheme and derivation of important quantities are given in
Mauritsen et al. [2007], so we here limit ourselves to laying out key terms for the boundary-layer fluxes.
Angevine et al. [2010] extended the TTE closure for use in unstable conditions when developing an eddy-
diffusivity mass-flux scheme for the Weather Research and Forecast model (WRF). We use their develop-
ments for the eddy diffusivity component under unstable stratification but do not introduce the mass flux
component, because convective mass flux is handled by the convection scheme in ECHAM6.

The budget equation for total turbulent energy can be obtained as the sum of the budget equations for tur-
bulent kinetic and turbulent potential energy. It reads

DE
Dt

5s � S2c2
@FE

@z
1

0 for N2 � 0

2bw0h0 for N2 < 0
;

(
(11)

where s is the turbulent stress, S the wind shear, c50:07E1:5l21 the dissipation rate, b5gh21 the buoyancy
parameter, N25b @h

@z the square of the Brunt-Vaisala frequency, FE52jSjl2 @E
@z is the turbulent flux of turbulent

energy and l the turbulence length scale. Again following Mauritsen et al. [2007] and Angevine et al. [2010],
the ratio of turbulent potential to turbulent kinetic energy is diagnosed as

Ep

Ek
5

Ri
2 � Ri2Pr0

for Ri < 0

Ri
3 � Ri1Pr0

for Ri � 0;

8>><
>>: (12)

which limits to Ri
Pr0

as the Richardson number approaches zero.

Above the surface, the turbulent diffusivity (Km) and conductivity (Kh) under stable stratification are com-
puted as
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Km5
f 2
s E2

k

C�
Ek

ffiffi
E
p
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2bfh

ffiffiffiffiffiffiffiffiffi
Ekr2

h

q (13)

and

Kh5
2f 2

h Ek lstable

CU

ffiffiffi
E
p : (14)

The respective coefficients under unstable stratification are obtained as

Km5
f 2
s

C�
lunstable

ffiffiffiffiffi
Ek

p
fmðRiÞ (15)

and

Kh5Pr21
0 KmfhðRiÞ (16)

with C�5CU50:07. The computation of the lengths scales lstable and lunstable will be explained below. For con-
vective boundary layers, the unstable form of the diffusivity equations is used up to z50:5hd and above if
the resulting diffusivities exceed those from the stable form of the equations. Under stable conditions, the

scheme uses observationally derived stability functions formulated in terms of the nondimensional stress fs

5
jsj
Ek

and heat flux fh5 whffiffiffiffiffiffiffi
Ekr2

h

p , where fs50:17 0:2510:75ð114RiÞ21� �
and fh520:145ð114RiÞ21 [Mauritsen

and Svensson, 2007]. While Angevine et al. [2010] included mass-flux into their scheme and thus no longer
required the use of empirical stability functions under unstable conditions, we here retain ECHAM’s stand-
ard stability functions based on Louis [1979] for the unstable case.

The TTE scheme uses a turbulent length scale representing the size of the largest eddies, which determine
the spatial scale of mixing processes and the dissipation of turbulent energy. Under stable stratification,
eddies are limited in size by the distance to the surface, deformation by the Coriolis force and static stability.
Implementing these constraints in ECHAM-TTE is a conceptual advance over the previous scheme, which
only considered the distance to the surface and a fixed asymptotic length scale far away from the surface
[Blackadar, 1962]. For convective boundary layers, an up-down length scale based on the distance to the
surface and the dry thermal top is used. The length scale l is computed as

1
lstable

5
1

kz
1

f
Cf

ffiffiffi
s
p 1

N
CN

ffiffiffi
s
p (17)

or

1
lunstable

5
1

kz
1

3
kðhd2zÞ ; (18)

where f 52X is the Coriolis parameter, Cf 50:185 and CN 5 2 are tunable parameters of the scheme, and hd

is the dry thermal top in a convective boundary layer, defined as the height where dry static energy equals
that of the lowest model level. Outside the boundary layer, the same equations are applied, but the mixing
length is not allowed to exceed 150 m to avoid numerical instabilities.

Surface fluxes are computed as

s ¼ l2

ðfsl � z1Þ2ln2ð z
z0
Þ

fsðRiÞ
fsð0Þ

ðU2 þ V 2Þ (19)

and

w0h05
l2

ðfsl � z1Þ2ln z1
z0t

h i
ln z1

z0m

h i fhðRiÞ
fhð0Þ

1
Pr0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fsðRiÞ
fsð0Þ

� ðU21V 21cw w2
�Þ

s
ðh12h0Þ; (20)

where z1 is the height of the first model level, usually around 30 m, w�5 gh21
v hd w0h0v

� �1=3
is the convective

velocity scale, cw is the ratio of the mean absolute wind at the first level to the convective velocity scale
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under free convection, and fsl is the fraction of the first-level height at which the surface fluxes are nomi-
nally evaluated. Since computing the convective velocity scale w� requires a priori knowledge of the turbu-
lent heat flux, w� from the last time step is used to compute the turbulent fluxes. Thereafter, w� is updated
following w�50:5 w�old1w�newð Þ to achieve numerical stability.

Note that Mauritsen et al. [2007] used fsl 5 0.5 and extrapolated fluxes from the next atmospheric flux level
down to the surface. Implementing such an extrapolation in a GCM would be complicated due to the differ-
ent surface properties that may be contained in one gridbox, and attempts to do so lead to numerical insta-
bility. To avoid such complications and keep the scheme reasonably simple, we revert to using the standard
assumption of computing fluxes within the constant flux layer close to the surface. This leads to a slight
reduction of surface drag in the GABLS1 case, for which we compensate by reducing the nominal height
used for the flux computation, the parameter fsl, from 0.5 to 0.4.

Following Beljaars [1994], we include the convective velocity scale into the total wind speed used to derive
the surface heat flux in order to account for free convection (equation (20)). The ratio of the mean absolute
wind at the first level to the convective velocity scale under free convection, cw, was suggested to be 1.2 by
Beljaars [1994], but shown to be around 0.5 in recent DNS experiments of a free-convective boundary layer
[Garcia and Mellado, 2014].

The lower boundary condition for total turbulent energy is taken to be the steady state solution,

E5 11
Ep

Ek

� 	
� 1

fs
u3
�1l � 2 g

hv
w0h0

� 	2

3: (21)

The computation of roughness lengths is the same as described above for ECHAM6.2.

3. Model, Data, and Experiments

3.1. ECHAM6 Climate Model
We use the atmospheric component of the MPI climate model ECHAM6. A new radiation scheme, a change
of roughness length computation over land, and a number of bugfixes distinguish ECHAM 6.2.00 used here
from version 6.1 used in the 5th phase of the Coupled Model Intercomparison Project (CMIP5) and docu-
mented by Stevens et al. [2013].

Surface drag by nonresolved orography is represented as a drag force opposed to the mean wind [Lott,
1999]. The mountain lift part of that scheme which generates a force perpendicular to the mean wind is not
used in the standard version of ECHAM, but enabled for tuning ECHAM-TTE after implementing a modifica-
tion described in Appendix A.

The prognostic equation for turbulent kinetic or total turbulent energy is solved implicitly [Brinkop and
Roeckner, 1995]. Vertical fluxes of heat, momentum and tracers including surface fluxes are computed using
an integrated implicit solver [Schulz et al., 2001]. Surface fluxes, 2 m temperatures and 10 m winds are diag-
nosed following Geleyn [1988].

ECHAM uses a staggered vertical coordinate, where temperature, moisture and wind velocities are computed
at full levels, whereas turbulent energy and the fluxes of heat, moisture and momentum are defined at half lev-
els. The lowest half level is located at the surface, and in the standard vertical resolution with 47 levels, the low-
est full level is located about 30 m above the ground. The next full level is placed at around 120 m and a total
of about ten levels represent the lowermost 3 km of the atmosphere. Past increases in the number of levels
have primarily served to improve the representation of the stratosphere, such that the vertical resolution in the
boundary layer is identical for past and current versions of ECHAM using 31,47 and 95 levels. Standard model
runs are made using version 6.2.00 and ECHAM-TTE corresponds to revision 3588 (echam_6.2.00_tte_fxp).

3.2. Data
ERA-Interim reanalysis data [Simmons et al., 2007] are used to evaluate the performance of the different ver-
sions of ECHAM. The reanalysis is obtained by assimilating a large array of observations into the ECMWF
model. Especially in regions with few or no regular observations, the reanalysis is model dependent and
should thus be interpreted with caution. Results from direct numerical simulations of a free convective
boundary layer [Garcia and Mellado, 2014] and from large-eddy simulations of a moderately stable boundary
layer [Beare et al., 2006] are used to evaluate the single-column experiments.
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3.3. Experiments
We run the global model with
prescribed sea-surface temper-
atures and sea-ice concentra-
tions as observed from 1979 to
2008 (AMIP setup). For the sta-
ble boundary layer single-
column experiments, we use
the GABLS1 setup [Cuxart et al.,
2006], where prescribed surface
cooling (0.25 Kh21) and a con-
stant geostrophic wind (8
ms21) drive the development

of a moderately stable boundary layer. For the unstable case, we use a similar setup with prescribed sur-
face warming (0.5 Kh21), a linear initial temperature profile and geostrophic winds of 0 and 10 ms21

(Table 1).

4. Results and Discussion

We use the experiments described in section 3 to test whether the implementation of the total turbu-
lent energy scheme has indeed improved the represenation of surface drag in stably stratified bound-
ary layers, how it affects the large-scale flow and whether we can tune the model to compensate for
any detrimental effects of reduced surface drag on circulation. We further investigate if the new mix-
ing formulation for dry convective boundary layers yields the expected improvement of entrainment
flux and how changes in the Prandtl number affect boundary-layer properties and TOA radiation
balance.

4.1. Surface Drag in Stable Boundary Layers and the Large-Scale Circulation
ECHAM 6.2 produces too much surface drag in stable boundary layers, as do many operational models (Fig-
ure 1). For a shear-driven moderately stable boundary layer, the friction velocity from ECHAM 6.2 is outside
the range of LES results and close to the most diffusive models in the GABLS1 intercomparison [Cuxart
et al., 2006]. The TTE scheme produces more realistic results in the middle of the LES range. Surface drag
can be varied by changing the fraction of the first-level height at which surface fluxes are nominally eval-
uated (fsl). As mentioned in the description of the TTE scheme, we reduce fsl from 0.5 to 0.4 to compensate
for the lack of flux interpolation in ECHAM. The original implementation of the TTE-scheme from Mauritsen
et al. [2007] into a standalone-Matlab model uses a much higher vertical resolution and interpolates fluxes
from the lowest flux level to the surface. When run at a similar resolution as ECHAM, the original implemen-
tation produces somewhat lower surface drag with friction within the lower part of the LES range (not
shown).

Prior studies have shown that reduced, more realistic surface drag in stable boundary layers is often detri-
mental to the representation of the large-scale flow in global models [e.g., Viterbo et al., 1999; Sandu et al.,
2013]. Implementing the total turbulent energy scheme without substantially worsening the model’s per-
formance in regard of mean sea-level pressure and zonal mean zonal wind velocities would therefore
already be a success. In comparison to the ERA-Interim reanalysis (Figure 2, top), the reference model ver-
sion ECHAM 6.2 has an Azores high that is too strong and a low-pressure bias extending eastward from Ice-
land, which results in an exaggerated meridional pressure gradient over the North Atlantic. Further notable

pressure biases include a high-
pressure bias over the North-
ern Pacific and a low-pressure
bias at the equatorward edge
of the southern hemispheric
storm track. ECHAM 6.2 also
overestimates the zonal wind
velocities in the extratropical

Table 1. Setup of the Single-Column Experimentsa

Experiment SBL (GABLS1) dry CBL

z0m; z0h 0.1 m 0.1 m
Tð0Þinitial 265 K 290 K
dTð0Þ

dt 20.25 Kh–1 0.5 Kh–1

TðzÞinitial h5
265 K ; z � 100 m

265 K10:01 Km21 � z ; z > 100 m

(
T 5 290 K 1 0.008 Km–1 � z

ugeo 8 ms–1 0 or 10 ms–1

latitude 738N 508N

aRadiation schemes are switched off, and latent heat fluxes and atmospheric moisture
are set to zero in both cases. ugeo is the geostrophic wind.

Table 2. Values of Tuning Parameters Changed Between ECHAM 6.2 and ECHAM-TTE

Tuning Parameter

Entrainment Rate
for Shallow

Convection (entrscv)

Subgrid-Scale
Orographic

Drag (gkdrag)

Subgrid-Scale
Orographic
Lift (gklift)

value in ECHAM 6.2 3 � 1024 m21 0.2 0
value in ECHAM-TTE 6 � 1024 m21 1.2 0.7
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jetstreams (difference plots from ERA-
Interim in the second row of Figure 2).

Running ECHAM-TTE without retun-
ing any parameters leads a substan-
tial overestimation of wind velocities
and pressure gradients in the South-
ern hemisphere, whereas biases in
the Nothern hemisphere are compa-
rable to the standard version of
ECHAM 6.2 (third row of Figure 2). In
the Southern hemisphere, the model
response to reduced surface drag is
consistent with our physical under-
standing: Less surface drag leads to
reduced cross-isobaric flow [Svensson
and Holtslag 2009], which causes
stronger synoptic activity. Both the
resulting stronger pressure gradients
and the reduced drag itself contribute
to stronger zonal winds. In the North-
ern hemisphere, the reduced upper
tropospheric wind biases in ECHAM-
TTE are probably associated with the
reduced temperature biases in the
extratropical upper troposphere-
lower stratosphere discussed in more
detail in section 4.2 rather than

changes in surface drag. To further alleviate the wind and pressure biases, we turn to the parametrization of
subgrid-scale orographic drag [Lott, 1999] following Sandu et al. [2013].

In a first step, the tuning parameter for drag by orographically blocked flow is increased from 0.2 to 1.2 (Cd

from equation (2) in Lott [1999], gkdrag in Table 2 of the present paper). This reduces zonal wind velocities
especially in the jet regions and alleviates the biases in mean sea-level pressure (fourth row of Figure 2).
However, the parameter change introduces a new high-pressure bias in the Arctic. We therefore activate
the parametrization for mountain lift caused by subgrid-scale orography after implementing a modification
described in Appendix A. Increasing Cl from equation (5) in Lott [1999] from zero to 0.7 largely removes the
Arctic high-pressure bias. The parametrization for drag caused by orographically blocked flow [Lott, 1999]
was also used to partly compensate for the overestimation of synoptic and planetary-scale activity in the
reduced-diffusivity ECMWF model [Sandu et al., 2013]. In that study, increasing turbulent orographic form
drag [Beljaars et al., 2004] compensated for the circulation biases more efficiently. Turbulent orographic
form drag is however not implemented in ECHAM, so that we could not easily test its effect.

Both Sandu et al. [2013] and the present work suggest that the circulation biases that appear when surface
drag is reduced to realistic values can be compensated to a substantial degree by retuning parts of the
model related to effects of nonresolved orography. However, as was the case in ECHAM6.2, a tradeoff
appears to exist between optimizing the circulation in either the Northern or the Southern hemisphere.

4.2. Entrainment Flux and Prandtl Number in Convective Boundary Layers and Thermodynamic
Aspects of Climate
In a growing convective boundary layer, buoyant plumes from the convective layer penetrate into the cap-
ping inversion, generating a counterflow of warmer air into the boundary layer and thus causing a down-
ward heat flux at the inversion, the entrainment flux.

Direct numerical simulations of the entrainment zone at the top of a growing boundary layer show a com-
plex interplay between length scales and turbulence properties set by the convective plumes penetrating
into the inversion as well as by the local stability [Garcia and Mellado, 2014]. At the lower end of the capping

ECHAM 6.2

ECHAM-TTE fsl=0.4

ECHAM-TTE fsl=0.5

Mauritsen et al. 2007

LES range 

u 
 (

m
/s

)

*

Figure 1. Friction velocity for the GABLS1 case. The gray shaded area denotes the
range of LES results at 6.25 m resolution, the lines correspond to the original imple-
mentation of the TTE scheme as a standalone Matlab model by Mauritsen et al.
[2007] (dash-dotted), ECHAM6.2 (short dashes), and ECHAM-TTE with fsl 5 0.5 (solid
line) and 0.4 (dashed line). All ECHAM versions are run at the standard vertical resolu-
tion L47.
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Figure 2. (left) Annual mean sea-level pressure fields and (right) zonal mean zonal winds for 1979–2008. Top plots show ERA-interim data,
and the following rows the deviation of AMIP runs from the reanalysis (in hPa and m/s) when using ECHAM6.2, ECHAM-TTE without further
tuning, ECHAM-TTE with enhanced orographic drag (1orodrag) and ECHAM-TTE with enhanced orographic drag and activated mountain
lift scheme (1orodrag 1 mountain lift).
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layer, the dominant length scale is the depth of the boundary layer, whereas further inside the capping
layer, the length scale transitions to a scale proportional to the ratio of the convective velocity scale to the
stratification, w�

N . The standard version of ECHAM6 produces hardly any entrainment flux at the top of a
growing CBL, such that no effect of entrainment on the evolution of the potential temperature profile is visi-
ble (Figure 3). A lack of entrainment mixing in stratocumulus-topped boundary layer was already noted for
ECHAM4 [Lenderink et al., 2000]. ECHAM-TTE in contrast produces an entrainment flux that visibly affects
the structure of the growing convective boundary layer and its capping inversion. Higher rates of entrain-
ment in the new turbulence scheme are mostly achieved by using the convective length scale and diffusiv-
ities up to the dry thermal top whenever they are greater than the length scale and diffusivity obtained
from the equations for stable stratification. The old scheme is formulated purely in terms of the local stabil-
ity and therefore ignores the influence of the underlying convective boundary layer at the first flux level
within the capping inversion, treating this level as part of the stable free troposphere (Figure 4b). This leads
to turbulence shutdown and absence of entrainment mixing. The new scheme effectively treats the entrain-
ment zone or capping layer as a special part of the convective boundary layer (Figure 4c). Entrainment flux
is implicitly computed in the turbulence scheme, i.e., without using an explicit entrainment parametrization
that other models rely on, and results from the single-column model are comparable to those from direct
numerical simulation for an idealized free-convective case (bottom row of Figure 4).

In contrast to the DNS profile, ECHAM maintains an unstable profile throughout the boundary layer both
with the old and new turbulence scheme since it does not include a counter-gradient or mass-flux term
(Figure 4). Note also that the sensible heat flux is not linear as one would expect, especially between the
atmospheric and surface flux.

Coming back to the impact of the neutral limit Prandtl number on temperature profiles (equation (5)), we
reduce the neutral turbulent Prandtl number in the surface layer. A lower neutral limit turbulent Prandtl
number leads to a warmer convective boundary layer (Figure 3), as the resulting larger turbulent conductiv-
ity for heat reduces the temperature gradient between the surface and the first model level consistent with
equation (5).

We now analyze the effect of the TTE scheme and changes in the Prandtl number on global model experi-
ments (Figure 5). The most important temperature biases in ECHAM 6.2 are a widespread warm bias in
near-surface air temperature over land, especially in the Northern Hemisphere, and a cold bias in the upper
troposphere (second row in Figure 5). In ECHAM-TTE with a Prandtl number of 1, the extratropical cold
biases in the upper troposphere/lower stratosphere are strongly alleviated in the Northern and somewhat
reduced in the Southern hemisphere, whereas the tropical upper tropospheric cold bias becomes stronger

Figure 3. (left) Potential temperature and (right) sensible heat flux profiles for an idealized dry convective boundary-layer case with pre-
scribed surface heating (ugeo510 ms21) averaged over 1 h after 6 h of model integration. Results are from the single-column model using
ECHAM6.2 and ECHAM-TTE, using neutral limit Prandtl numbers of 1 and 0.8 in ECHAM-TTE.
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(third row in Figure 5). Reducing the turbulent Prandtl number, i.e., increasing the ratio of heat to momen-
tum flux causes a warming especially of the tropical and subtropical boundary layers. As deep convective
mixing leads to a near-constant lapse rate in the tropical troposphere, this warming is also communicated
to the upper tropical troposphere (fourth row in Figure 5).

The reduced cold bias in the extratropical upper troposphere and lower stratosphere in ECHAM-TTE is con-
sistent with the reduction of excessive westerlies at the same levels shown in the previous section, as an
exaggerated meridional temperature gradient sustains a stronger thermal wind in ECHAM6.2.

The warming and deepening of the tropical and subtropical boundary layers caused by the new turbulence
scheme is associated with a drying of the boundary layer and therefore a reduction in cloudiness. This
causes a global TOA imbalance of several Wm22. To reduce the amount of absorbed shortwave radiation
and achieve radiative balance at top-of-atmosphere [Mauritsen et al., 2012], the entrainment rate for shallow
convection in ECHAM-TTE is increased from 3 � 1024 to 6 � 1024 m21.

Reducing Pr0 from 1 to 0.8 in ECHAM-TTE causes an increase in relative humidity in the boundary layer (Figure
6), reduced absorption of shortwave radiation in the stratocumulus regions and over the Southern ocean, where
cloudiness is usually underestimated, and increased shortwave absorption over the equatorial pacific, which is
often cold-biased in coupled climate models [Wang et al., 2014]. Reducing the neutral limit Prandtl number
from unity within the range of values suggested in the literature thus works against longstanding biases that
are present in many climate models. However, smaller values of Pr0 also result in high biases in atmospheric
water vapour and globally averaged precipitation compared to estimates based on satellite observations.

ETT-MAHCE6MAHCESNDa) )c)b

CBL

capping layer

stable FT

stable FT

LBCLBC

stable FT

capping layer

Figure 4. (top) Normalized buoyancy/potential temperature profiles and (bottom) sensible heat flux profiles of a growing dry free convec-
tive boundary layer. The DNS experiment is described in Garcia and Mellado [2014]. SCM experiments are normalized using the height of
the minimum potential temperature as upper end of the mixed layer and a reference temperature of 290 K, which corresponds to the ini-
tial surface temperature of the background profile. DNS profiles are normalized using the encroachment height and buoyancy at that level
(see Garcia and Mellado [2014]) for further details).
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ECHAM uses different roughness lengths for heat and momentum over ocean, which could be thought of as
representing the deviation of the Prandtl number from unity. However, setting these roughness lengths to an
equal value hardly influences the variables that are affected by changes in the Prandtl number (not shown).
Note that the model is evaluated against ERA-Interim, a reanalysis product derived using the IFS Cy31r1, which
also assumes a neutral limit turbulent Prandtl number of one in the surface layer [ECMWF, 2007].

5. Summary

ECHAM6 overestimates diffusivity and thus surface drag in stably stratified boundary layers, as do many
other climate and weather prediction models [Cuxart et al., 2006]. We have implemented a new turbulence
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Figure 5. (left) Annual mean 2 m temperature and (right) zonal mean atmospheric temperature for ERA-Interim (top plots) and the differ-
ence of AMIP runs to reanalysis (in K) when using ECHAM6.2, ECHAM-TTE with a neutral-limit Prandtl number of 1 and ECHAM-TTE with a
neutral limit Prandtl number of 0.8.
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scheme based on the concept of total turbulent energy [Mauritsen et al., 2007], which generates surface
drag within the range of large-eddy simulations for an idealized moderately stable single-column case.

In the Southern hemisphere, reducing turbulent surface drag to realistic values leads to an unrealistic
increase in large-scale pressure gradients and zonal wind speeds in agreement with our expectations and
results from the ECMWF model [Svensson and Holtslag, 2009; Sandu et al., 2013]. These biases can largely be
compensated for by increasing the parametrized drag caused by unresolved orography [Lott, 1999]. In the
Northern hemisphere, the impact of reducing an upper-tropospheric cold bias with the new scheme
appears to dominate over the effect of reduced surface drag, leading to a reduction of excessive upper tro-
pospheric westerlies through the thermal wind balance.

Increasing drag from nonresolved orography is effective in compensating for the detrimental impacts of
reduced surface drag on the large-scale circulation. However, a tradeoff remains between minimizing biases
in either the Northern or Southern hemisphere. We conclude that further processes beyond turbulent sur-
face drag and the effects of nonresolved orography need to be considered in order to obtain a realistic rep-
resentation of the large-scale flow. A more detailed investigation of the tropospheric momentum budget
from a surface perspective is necessary to understand the role of different sinks of momentum for the
large-scale circulation.

The new scheme also includes an improved turbulence length scale for convective boundary layers and
does generate entrainment fluxes at the top of a growing dry convective boundary layer comparable to
results from direct numerical simulation [Garcia and Mellado, 2014], which the old turbulence scheme failed
to achieve. The warming and deepening of marine boundary layers that results from an improved represen-
tation of entrainment flux is probably the cause for a reduced shortwave cloud radiative effect, which leads

to an imbalance in top-of-
atmosphere radiation. Increas-
ing the entrainment rate for
shallow convection largely
compensates for this [Maurit-
sen et al., 2012]. Reducing the
neutral turbulent Prandtl num-
ber, i.e., the ratio of eddy diffu-
sivity for momentum to eddy
conductivity for heat from
unity to 0.8 leads an increase in
relative humidity in the tropical
and subtropical boundary
layers. This works against typi-
cal climate model biases by
reducing net shortwave flux in
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Figure 6. Annual mean changes in TOA net shortwave radiation and zonal mean relative humidity between ECHAM-TTE with Prandtl num-
ber Pr050:8 and Pr051 for an AMIP run (1979–2008).

mean orography

maximum orography

mean orography
max. orography

uaetalp devloser )bkaep devlosernu )a

Figure 7. Sketch of the representation of nonresolved and resolved orographic features in
the subgrid-scale orographic drag scheme. (a) The situation for which the scheme has been
developed and (b) representative of the edges of large ice sheets, where the application of
mountain lift forces to the difference between mean and maximum orography causes an
unphysical spurious effect on the circulation which can cause substantial model biases.
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the stratocumulus regions and over the Southern ocean, where models tend to absorb too much radiation,
and increasing net shortwave flux over the equatorial cold tongue, where coupled models tend to be cold-
biased [Wang et al., 2014]. The humidity difference between the boundary layer and the free troposphere at
low latitudes is thought to play an important role in shaping low-level cloud feedbacks and thus climate
sensitivity in models [Sherwood et al., 2014]. How the neutral limit turbulent Prandtl number affects the
modeled climate and whether it affects cloud feedbacks and thus climate sensitivity should therefore be
further investigated.

Improving the parametrization of atmospheric boundary-layer processes in climate models can yield sub-
stantial improvements in the model representation of important climate variables including the regional
top-of-atmosphere radiation balance in areas of longstanding model biases. Compensating errors in differ-
ent model components however pose a substantial challenge to the realization of such improvements. The
concept of total turbulent energy allows the use of observationally based stability functions without risking
unphysical turbulence breakdown at high stability, and with an improved formulation of the mixing length,
the model implicitly computes realistic rates of entrainment flux in convective boundary layers.

Appendix A: Mountain Lift Parametrization

The subgrid orographic drag scheme by Lott [1999] represents the drag and mountain lift generated by
nonresolved orography. The scheme computes a drag force opposed to the mean wind, which is thought
to represent drag by orographically blocked flow, and a lift force perpendicular to the mean wind. However,
the key tuning parameter for the lift parametrization is currently set to zero, such that only drag forces by
the nonresolved orography are simulated. While alleviating some biases in the mean pressure fields, the
mountain lift parametrization in its current implementation introduces new biases around Antarctica and in
Northern Europe. We attribute these to a conceptual problem in the representation of the big ice sheets of
Antarctica and Greenland, which have central plateaus resolved by the model grid (Figure 7). On the down-
wind side of the Greenland ice sheet and at the edges of the Antarctic plateau, the difference between the
mean and the maximum orography therefore does not represent an unresolved peak. To remove this spuri-
ous effect, we modify the lift parametrization such that the largest resolved height of a gridpoint and all its
immediate neighbours is considered the baseline which the maximum orography has to exceed. If the max-
imum exceeds this baseline, lift forces are computed based on the difference between the maximum and
baseline orography.
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Erratum

In the previously published version of this manuscript the code used contained a coding error in the com-
putation of equation (21), the lower boundary condition for total turbulent energy. The lower boundary

was given as: E5 11
Ep

Ek

� �
� 1

fs
u3
�1l � 2 g

hv
w0h0

� � 2=3ð Þ
instead of E5 11

Ep

Ek

� �
� 1

fs
u3
�1l � 2 g

hv
w0h0

� �2.
3. This cod-

ing error affected Figure 3. Additionally, the initial temperature gradient for the dry CBL case used in the
paper is 0.008 Km–1, not 0.0065 Km–1 as erroneously stated in Table 1, row 4, column 3. These errors have
since been corrected and this file may be considered the authoritative version.
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